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Artificial intelligence (AI) has become a pivotal element in modernizing criminal justice systems, presenting opportunities to boost efficiency and precision. However, this technological advancement is a double-edged sword. It can simultaneously fuel the rise of more sophisticated crimes using machine learning and automated technologies on one hand, and holds the potential for innovative criminal investigation by prosecution and law enforcement agencies on the other hand in predictive policing and identification of suspects.[[1]](#footnote-1) This study aims to find a delicate equilibrium in AI, offering a significant chance to enhance the efficiency and precision of automated systems in criminal justice, all while safeguarding the rights of individuals.

Big data has been categorized into predictive policing, domain awareness systems, and genetic data banks.[[2]](#footnote-2) While domain awareness systems use surveillance tools such as Geographical Information Systems (‘GIS’); genetic data banks collect large databases of DNA, biometrics, and identity related information. Unlike developed countries like the US which has adopted CompStat[[3]](#footnote-3) to map crime statistics with other indicators to predict locations of crime, India is yet to delve into AI and consequential challenges that it poses. Few state governments in India have, however undertaken AI applications in crime detection, namely, JARVIS or Joint AI Research for Video Instances and Streams, to receive real time alerts using computer vision.[[4]](#footnote-4) India stands out as a country in dire need of legal scrutiny concerning AI systems. The lower adoption of technology compared to the US, coupled with a prevalent and substantial level of discrimination, underscores the requirement for a more equitable justice system for these marginalized groups. My research aims to focus on the consequential effects of AI, specifically through predictive policing technologies, leading to discrimination against a certain category of persons, based on their race or caste.

Predictive policing has been defined to be an “*application of analytical techniques; particularly quantitative techniques-to identify likely targets for police intervention and prevent crime or solve past crimes by making statistical predictions*".[[5]](#footnote-5) By analyzing large volumes of crime data, machine learning models are used in predictive policing to map and forecast crimes, offenders, and the identities of both perpetrators and victims. However, the use of AI in this context has raised significant ethical and legal concerns.[[6]](#footnote-6) Algorithms are being educated on subpar datasets, and individuals are deprived of the means to contest inaccurate algorithmic outcomes, potentially leading to their unwarranted detention—often at the expense of criminal justice standards and citizens' fundamental rights guaranteed by the constitution.[[7]](#footnote-7) While AI presents opportunities to improve criminal justice systems, it is crucial to address the ethical and legal challenges associated with its implementation. This includes mitigating bias[[8]](#footnote-8) and discrimination, protecting privacy, and ensuring transparency and accountability in AI-driven decision-making processes.[[9]](#footnote-9)

As predictive policing is probability based, it aims to calculate risk of future crime occurring based on the statistical analysis of past crime data.[[10]](#footnote-10) Potential discrimination may be either overt, though far less likely, or unintended.[[11]](#footnote-11) As a result, inadvertent discrimination may occur as predictive models and their subjective and implicit biases are reflected in anticipated decisions[[12]](#footnote-12), or the discrimination may not be accounted for at all. As of date, Indian law is [devoid](https://vidhilegalpolicy.in/research/indian-law-enforcements-ongoing-usage-of-automated-facial-recognition-technology-ethical-risks-and-legal-challenges/) of any comprehensive legislation that empowers, oversees, and defines the evidentiary value of AI, such as the automated facial recognition technologies (AFRTs)[[13]](#footnote-13) within the domestic law enforcement processes and the broader criminal justice system.

There have also been studies suggesting a draft framework for Indian laws to regulate potential human right abuses caused by AI.[[14]](#footnote-14) But what remains to be addressed are ethical and societal challenges in its integration to the society, for instance, balance of fundamental rights of persons and regulation of undesirable behaviour enabled by AI. According to *India Inequality Report 2022: Digital Divide by Oxfam*, digital literacy in India was divided by unequal access due to socio-economic factors; with only 31% of the rural population having access to the internet.[[15]](#footnote-15) Albeit having theoretical framework to investigate the digital divide in the AI context, research needs to empirically test and validate the influential factors’ practical and statistical significance.[[16]](#footnote-16) Studies have further shown a massive gap in this inequal access to digital infrastructure such as Internet of Medical Things (IoMT) during the COVID-19 pandemic with its grappling effects on the masses.[[17]](#footnote-17)

My research aims to examine the possible societal challenges to introduction of AI in criminal justice system, such as inequality in digital literacy, algorithmic biases in stereotyping based on caste or class system in India and based on racial attributes in the US, thereby drawing a contrast. Caste and race represent intricate social constructs with profound effects on diverse facets of society, encompassing health, employment, and instances of discrimination. The intersectionality of caste and race has gained growing attention, especially in the exploration of the intricate dynamics of privilege, discrimination, and social organization.[[18]](#footnote-18) This research analysis will also determine the extent of precision and accuracy with which predictive policing has produced outputs without bias against the said stereotypes.

Despite colorblind policies in place in the United States, racially motivated thought and action is commonly found and altered racial attitudes can be deduced in decision making processes in the criminal justice system, with the reinforcement of a certain stereotype.[[19]](#footnote-19) In India, Scheduled Castes, and Scheduled Tribes (‘SC/STs’)[[20]](#footnote-20) are historically marginalized communities that have faced systemic discrimination and social exclusion.[[21]](#footnote-21) Although there are safeguards and affirmative action policies[[22]](#footnote-22) to protect the rights of SC/STs, societal profiling, discrimination and hate crimes have a recurrent occurrence pattern.[[23]](#footnote-23) Another angle that I want to explore in this research is the role of predictive policing in preventing hate crimes against persons subjugated on the basis of caste in India. In the context of the United States, race has been the primary and bipolar official and popular identity axis, unlike caste in India.[[24]](#footnote-24) This difference underscores the need to consider the specific historical, social, and cultural contexts in which caste and race operate.[[25]](#footnote-25)

To supplement my research, I intend to conduct empirical studies on datasets including mixed ethnic groups, race, caste and gender as parameters of research. I intend to compute relevant statistical data and observations based on publicly available databases such as National Crime Records Bureau[[26]](#footnote-26), National Sample Survey Organization[[27]](#footnote-27); information collected by the independent think-tanks and non-profit organizations such as the Centre for Internet and Society[[28]](#footnote-28), and Oxfam India[[29]](#footnote-29). I have also been studying various law commission reports[[30]](#footnote-30) in India to collate an understanding of historical and societal background of these marginalized caste groups, based on which the Centre recognizes them. I further intend to compile a database of relevant information on social influences and ethical implications regarding race on the introduction of predictive policing by AI in the U.S. criminal justice system. I will also add information collected via surveys, case studies, or opinions from a limited set of interviews conducted through quantitative research methods to further the research objectives. This proposed analysis would allow evaluating the hypothesis that socio-economic factors can become possible barriers against accuracy in predictive policing and most certainly act as a future deterrent in achieving an egalitarian society. Moreover, the profound ethical impact that AI has on violation of fundamental rights of persons can also be identified in this research.

The possible implications of this research are as following: (a) First, the societal impact of AI technologies on crime prevention and law enforcement also extends to the economic welfare of different parts of society. Crime prevention measures can affect the economic welfare of different parts of society differently, raising significant equity concerns; (b) Albeit their different connotations, there could be a symmetric corelation between caste in India and race in the US as comparable societal stereotypes[[31]](#footnote-31), as both factors are major social constructs leading to prejudice and discrimination; (c) Lastly, determine whether we could anticipate a heightened incidence of race/ caste- based profiling of individuals and subsequent conviction of individuals, even more so because of introduction of AI. In essence, the outcomes of this study could play a crucial role in determining whether advancements in AI, such as predictive policing techniques, evolve into tools that perpetuate discrimination and profiling against specific societal classes.
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